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Abstract
Background  Fluorogenic thrombin generation (TG) is a global hemostasis assay that provides an overall 
representation of hemostasis potential. However, the accurate detection of thrombin activity in plasma may be 
affected by artifacts inherent to the assay-associated fluorogenic substrate. The significance of the fluorogenic 
artifacts or their corrections has not been studied in hemophilia treatment applications.

Methods  We sought to investigate TG in hemophilia plasma samples under typical and worst-case fluorogenic 
artifact conditions and assess the performance of artifact correction algorithms. Severe hemophilic plasma with or 
without added Factor VIII (FVIII) was evaluated using commercially available and in-house TG reagents, instruments, 
and software packages. The inner filter effect (IFE) was induced by spiking elevated amounts of fluorophore 7-amino-
4-methylcoumarin (AMC) into plasma prior to the TG experiment. Substrate consumption was modeled by adding 
decreasing amounts of Z-Gly-Gly-Arg-AMC (ZGGR-AMC) to plasma or performing TG in antithrombin deficient plasma.

Results  All algorithms corrected the AMC-induced IFE and antithrombin-deficiency induced substrate consumption 
up to a certain level of either artifact (edge of failure) upon which TG results were not returned or overestimated. TG 
values in FVIII deficient (FVIII-DP) or supplemented plasma were affected similarly. Normalization of FVIII-DP resulted in 
a more accurate correction of substrate artifacts than algorithmic methods.

Conclusions  Correction algorithms may be effective in situations of moderate fluorogenic substrate artifacts 
inherent to highly procoagulant samples, but correction may not be required under typical conditions for hemophilia 
treatment studies if TG parameters can be normalized to a reference plasma sample.

Keywords  Thrombin, Blood coagulation test, Factor VIII, Hemophilia A, Hemostasis
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Introduction
Accurate laboratory assessment of hemostasis poten-
tial is needed to diagnose and guide treatment of bleed-
ing and prothrombotic conditions. Clinical laboratories 
screen for major bleeding defects with the relatively quick 
and affordable tests of prothrombin time (PT) and acti-
vated partial thromboplastin time (aPTT). Rare coagula-
tion pathologies caused by individual coagulation factor 
or plasma inhibitor deficiencies are diagnosed with an 
extensive panel of tests that measure plasma antigen or 
activity levels of each coagulation protein, one protein at 
a time. However, the complexity and redundancy of the 
coagulation cascade all but assures that the relative defi-
ciency or elevation of one protein will not always trans-
late into an increased or decreased coagulation potential 
of patient plasma.

Discovered in the 1950s, evaluation of thrombin gen-
eration (TG) has been employed with variable success to 
assess overall hemostasis and abnormal coagulability of 
blood and plasma samples [1]. The TG assay remained 
difficult for clinical laboratories until Hemker et al. sim-
plified it with the help of high throughput microtiter 
plates, chromogenic substrate for thrombin, and auto-
mated analysis software [2]. Modern commercial TG 
assays employ a fluorogenic substrate to thrombin, which 
yields advantages over chromogenic substrates by remov-
ing the interference of turbidity in analyzing samples; 
unlike the chromogenic predecessor, the fluorescent sub-
strate is not substantially encumbered by fibrin, platelets, 
and other materials that may interfere with the TG assay 
readout, ultimately allowing for increased sample diver-
sity [3].

Fluorescence based TG readouts are subject to the 
unique artifacts of their own that can affect the assay 
results. Some of the artifacts are plasma sample-specific, 
e.g., the effect of a sample’s optical density on the fluo-
rescence signal. Other artifacts are inherent to the nature 
of synthetic TG substrates. For example, substrate con-
sumption can cause a reduction of signal (substrate 
consumption rate), and therefore the recorded activ-
ity of thrombin can be underestimated. Fluorophore-
based substrates are also prone to an inner filter effect 
(IFE), which is a phenomenon where the fluorescence 
response is suppressed and deviates from linearity at 
higher concentrations of fluorophore. The IFE is caused 
by re-absorption of the emitted light by the fluorophore 
that ultimately reduces the signal that is visible to the 
detector. One group of TG assays, based on Hemker’s 
calibrated automated thrombogram (CAT) algorithm, 
accounts for many substrate artifacts by comparing TG 
in plasma samples to wells with a reference thrombin 
activity calibrator, a thrombin-α2 macroglobulin complex 
(Tα2MG), capable of cleaving the substrate in the absence 
of actual TG in the plasma sample [3].

Independent of fluorescent artifacts, use of high 
amounts of thrombin-specific synthetic substrates can 
also disrupt the balance of natural TG reactions. Butenas 
and Mann [4] demonstrated this by measuring tissue fac-
tor (TF)-induced TG in the presence or absence of the 
most commonly used thrombin fluorogenic substrate, 
Z-Gly-Gly-Arg 7-amino-4-methylcoumarin (ZGGR-
AMC); this substrate delayed the initiation time and the 
time to reach thrombin peak, and increased the thrombin 
peak height (TPH). These changes can be explained by 
the competition between the synthetic fluorogenic sub-
strate, which acts as a reversible inhibitor for thrombin, 
plasma coagulation factors (native substrates for throm-
bin), and natural irreversible inhibitors for thrombin.

Substrate artifacts do not rule out the clinical poten-
tial of TG assays. For example, the competition with 
the synthetic substrate does not necessarily prevent the 
detection of differences in TG between healthy and path-
ological samples [4]. Similarly, our previous investigations 
suggested that the IFE and substrate consumption can be 
of little consequence for detection of elevated TG in nor-
mal plasma spiked with increasing levels of coagulation 
factors I, V, VIII, IX, X, and XI [5]. On the other hand, 
algorithmic CAT corrections for substrate consumption 
were helpful in moderate cases of elevated prothrombin 
[6] and antithrombin deficiency [7]. Yet, in more severe 
conditions of substantially elevated prothrombin or defi-
cient antithrombin, CAT algorithm failed to produce TG 
curve parameters due to its inability to process substan-
tially distorted fluorescence signals.

In the current work, we designed experiments to 
delineate the limits on the algorithmic corrections, by 
delivering a predictable degree of IFE and substrate con-
sumption. Our goal was to find the conditions where the 
artifact distortions are so strong that they are no longer 
correctable by CAT algorithm, i.e., at the edge of algo-
rithm failure.

Edge of failure, a concept from the control of manu-
facturing processes, describes the conditions where 
the investigated complex process stops behaving in an 
acceptable fashion (i.e., fails in achieving the desired 
outcomes) due to technical limitations such as non-lin-
ear effects [8, 9]. Edge of failure analysis can define the 
risks of the system failing to achieve target performance 
when operated under challenging conditions. Here, we 
sought to elucidate the impact of the substrate artifacts, 
and qualify the corrective benefits of the CAT calibrator, 
at the edge of TG assay failure for hemophilia A plasma 
samples with normalized FVIII concentration, as well as 
antithrombin deficient plasma samples. We employed 
three versions of the CAT correction algorithm (Fig. 1), 
commercial Thrombinoscope software (denoted here 
as TS software) [3], our in-house app for TG analysis 
written in LabTalk language for Origin statistical and 
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graphical software (Origin; denoted as OR software) [5, 
6, 10], as well as the publicly available software, labelled 
SH, developed by one of us (CL) as part of a project to 
improve reproducibility and transparency supported by 
the International Society for Thrombosis and Haemosta-
sis (ISTH) Subcommittee on Fibrinolysis [11].

We have achieved algorithm failure after substrate con-
sumption by extremely procoagulant samples or extreme 
IFE when two of the correction software packages failed 
to correct for the most disfigured TG curves. Below the 
edge of failure, calibration correction was efficient in 
restoring the TG curve shape. Interestingly, artifacts did 
not disrupt the ability of the assay to distinguish between 
our normal and pathological samples despite the IFE and 
substrate consumption effects on both samples.

Materials and methods
Materials
The fluorophores 7-amino-4-methylcoumarin (AMC) 
and 7-amino-4-trifluoromethylcoumarin (AFC) and fluo-
rogenic substrate Z-Gly-Gly-Arg-AMC (ZGGR-AMC) 
were from Bachem (Bubendorf, Switzerland). Fluoro-
genic substrate ZGGR-AFC was from AnaSpec Inc. 
(Fremont, CA, USA). Tris BSA buffer, pH 7.4 (Biophen 
chromogenic substrate buffer) was from Aniara Diag-
nostica (West Chester, OH, USA). FVIII-deficient frozen 
plasma (FVIII-DP) from a single individual with severe 
hemophilia A (FVIII < 1%) was from HRF, Inc. (Raleigh, 
NC, USA). Affinity depleted antithrombin-deficient 

frozen plasma (ATIII-DP) and normal pooled frozen 
plasma (VisuCon) were from Affinity Biologics (Ancaster, 
ON, Canada). Corn trypsin inhibitor (CTI) and rabbit 
thrombomodulin were from Haematologic Technolo-
gies, Inc. (Essex Junction, VT, USA). Commercially avail-
able recombinant tissue plasminogen activator (tPA) 
and plasma-derived Antihemophilic Factor/von Wil-
lebrand Factor Complex (Human) concentrate (denoted 
as FVIII concentrate) were purchased as drugs from 
the NIH pharmacy in Bethesda, MD. Calibrated Auto-
mated Thrombinography (CAT) reagents TF with lipid 
vesicles (PPP-Low), fluorogenic substrate ZGGR-AMC 
(Fluo-Substrate), calcium chloride buffer (Fluo-Buffer), 
and thrombin activity calibrator (Tα2MG complex with 
a known substrate cleaving activity expressed as throm-
bin concentration) were from Stago USA (Parsippany, NJ, 
USA). In ATIII-DP experiments, we used recombinant 
lipidated TF (HemosIL RecombiPlasTin 2G) from Instru-
mentation Laboratory (Bedford, MA, USA), procoagu-
lant phospholipid vesicles (Rossix Phospholipid-TGT) 
from Diapharma (West Chester Township, OH, USA), 
and heparin and calcium chloride from Sigma Aldrich 
(St. Louis, MO, USA).

AMC and AFC spectra
Excitation and emission recording was conducted on 
a Synergy H4 microplate reader (Biotek, Winooski, VT, 
USA) regulated at 37 °C in a narrow bandwidth (9.0 nm) 
excitation and emission monochromator mode.

Fig. 1  Schematic of thrombin generation curve correction methods. This schematic is to describe the correction methods for thrombin generation (TG) 
and outline these different algorithms used in this study. (A) Fluorescence curves for plasma samples (green) and for calibrator wells (red) are recorded. 
(B) The first derivative of these fluorescence curves is taken to generate uncalibrated TG curves in relative fluorescence units (RFU) per minute (RFU/min), 
and (C) subsequently corrected in the indicated calibration methods: Internal Linear Calibration (1st derivate of the fluorescence curves, i.e., uncalibrated 
curves, are multiplied by the initial linear slope of the calibration curve; provides calibration without fluorescence artifact correction), TS Software (i.e., 
commercial CAT Thrombinoscope software; 1st derivate is multiplied by the thrombin calibration curve with thrombin-α2 macroglobulin signal values 
subtracted), OR software (i.e., our in-house version of CAT coded in Origin LabTalk software), and SH software (a web-based interface written by one of us 
(CL) which performs calibrations and corrections in a similar way to the CAT software), see materials and Methods. A normalization method was also em-
ployed such that uncalibrated curves were normalized against the normal thrombin peak height (TPH) values measured in normalized plasma samples 
with added FVIII (i.e., FVIII-DP + 1 IU/mL FVIII).
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CAT TG assay
CAT assay was performed according to the manufac-
turer’s recommendations (80 µL plasma, 20 µL PPP 
trigger or 20 µL thrombin calibrator, and 20 µL FluCa) 
with some modifications described below. Briefly, in the 
unmodified CAT protocol,  FVIII-DP was supplemented 
with a final concentration of 1 IU/mL of FVIII or an equal 
volume of buffer instead of FVIII (plasma:buffer volume 
ratio, 49:1); plasma was placed in a microplate (Immu-
lon HB, Stago) and mixed with PPP-Low reagent. The 
experiment was then initiated by injection of the mixture 
of provided Fluo-Substrate and Fluo-Buffer (i.e., FluCa 
reagent mixture) using a Fluoroskan Ascent microplate 
reader (Stago). To allow for thrombin calibration and 
artifact correction, two plasma wells were supplemented 
with CAT thrombin calibrator in place of PPP-low.

For experiments where we sought to elucidate the 
severity of the IFE impact on TG results, the IFE was sim-
ulated by spiking 40 to 200 µM of fluorophore AMC into 
plasma (plasma:AMC volume ratio, 4:1) prior to the TG 
experiment (equivalent to a ~ 10 to ~ 50% pre-consump-
tion of fluorogenic substrate).

For substrate consumption experiments, plasma 
was supplemented with the appropriate amount 
of pre-diluted ZGGR-AMC substrate (Bachem; 
plasma:substrate volume ratio, 4:1), after which the PPP-
Low and calcium chloride reagents were mixed with half 
of the plasma wells. The experiment started with the 
injection of thrombin calibrator (with the help of the 
injector inside the Fluoroskan Ascent microplate reader) 
into the remaining half of the wells (to serve as calibrator 
wells).

For substrate consumption experiments in the pres-
ence of two fluorogenic substrates, CAT protocol was 
modified to allow for the simultaneous recalcification of 
multiple wells as follows: pre-diluted mixtures of ZGGR-
AMC (Bachem) with or without ZGGR-AFC in calcium 
chloride (to a total concentration of 800 µM for the sum 
of both substrates) were arranged on the bottom of a 96 
well assay microplate (Immulon HB); plasma was mixed 
with PPP-Low or thrombin calibrator reagents in another 
microplate; a 96-channel pipettor (Matrix Hydra DT, 
Thermo Fisher Scientific, Waltham, MA, USA) trans-
ferred plasma-reagent mixture to wells containing sub-
strate and calcium chloride mixture, thereby initiating 
the reaction. Data recording was conducted on a Synergy 
H4 microplate reader at 37oC in a monochromator mode 
at 380  nm excitation and 430  nm emission (both with 
9 nm bandwidth) every 52 s.

In-house TG/FG/FL assay for procoagulant samples
To investigate the procoagulant samples, modeled with 
a mixture of ATIII-DP and normal plasma, we used a 
TG, fibrin generation and fibrinolysis (TG/FG/FL) assay 

performed as described previously [12] with minor mod-
ifications. Briefly, ATIII-DP was supplemented with 5% 
normal pooled plasma, CTI (100 µg/mL), rabbit throm-
bomodulin (12.5 nM), tPA (0.13 µg/mL), synthetic PC:PS 
vesicles (4 µM), ZGGR-AMC (800 µM) and TF (titrated 
from 0.12–20 pM, diluted in Tris-BSA buffer) or throm-
bin calibrator in the presence or absence of heparin (0.03 
USP units/mL). A 96-channel pipettor (Viaflo 96, Integra 
Biosciences, Hudson, NH, USA) was used to transfer the 
plasma mixture to a half-area 96-well plate containing 
fluorogenic substrate ZGGR-AMC (Bachem) with cal-
cium chloride. Recording was conducted on a Synergy 
H4 at 37oC by two channels in a fast filter mode, a fluo-
rescent channel (360 nm excitation and 460 nm emission, 
both with 40  nm bandwidth) and absorbance channel 
(490 nm), every 24 s per a two-channel cycle.

CAT algorithm processing software
The software apps (see Fig.  1) used in this study were: 
commercial CAT software Thrombinoscope ver. 
5.0.0.742 (denoted as TS software), an in-house LabTalk 
script package based on Origin software (denoted as OR 
software; Origin Lab, Northampton, MA, USA), which is 
available upon request and described previously [5, 10], 
and the publicly available online app written in the R 
language [13] with the Shiny web interface package [14] 
(denoted as SH software). Links to the working SH soft-
ware, detailed help notes, and code are available via [15]. 
TS software was used for all experiments on the CAT 
instrument. Additionally, our OR software and SH soft-
ware were used for all experiments, including the analysis 
of raw data generated from CAT. Although the TG analy-
sis can return multiple TG curve parameters, our previ-
ous investigations suggested that thrombin peak height 
(TPH) and endogenous thrombin potential (ETP; mea-
sured as area under the TG curve) are affected the most 
by the IFE [5].

Little is known about the curve fitting, smoothing 
and baseline handling by the TS software. The differ-
ences between the SH and OR software packages are in 
(1) the fitting of the thrombin calibrator curve which is 
used for CAT correction during processing, i.e. the 3rd 
order polynomial curve fitting in OR software and the 
4th order polynomial in SH software, and (2) the use of 
preprogrammed first derivative algorithms as available 
in Origin and R language, specifically,  the use of Origin 
2 point Savitzky-Golay smooth derivative (OR software) 
and TG curve smoothing with the Friedman’s Super-
Smoother R language function (SH software).

Normalization approach
To allow for the comparison of uncalibrated and cali-
brated TG results in FVIII deficient plasma, we per-
formed a normalization of TPH values in hemophilia A 
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plasma on the values in plasma supplemented with 1 IU/
mL of FVIII. Normalization was performed for TPH val-
ues derived both from the uncorrected TG curves as well 
as the TG curves reported by TS, OR, or SH software 
apps.

Internal linear calibration of thrombin activity without CAT 
corrections
To compare the CAT algorithm output with the TG 
curves calibrated in the absence of IFE and substrate con-
sumption corrections, we used an internal linear calibra-
tion curve approach using a single calibration coefficient 
(i.e., the same coefficient was used regardless of fluores-
cence level) as described previously [5].

Edge of failure analysis
Edge of failure analysis of forced artifact effect experi-
ments (i.e., experiments with spiked AMC, reduced 
substrate, or reduced antithrombin conditions) was 

performed to identify the edge of failure set points, deter-
mined as the failure of a given software app to calculate a 
TG curve.

Statistical analyses
Statistical analyses were performed in Origin Pro 2020. 
The mean and SD are reported, where possible. The dif-
ference between the means was assessed with a two-
sample t-test at indicated significance levels (0.05, as 
reported). Results of analysis and the associated 95% con-
fidence intervals are summarized in the text.

Results
The Inner Filter Effect
To test whether the IFE non-linearity can disrupt the TG 
assay, plasma samples were spiked with increasing con-
centrations of fluorophore AMC (0 to 200 µM) prior to 
triggering TG (Fig. 2). The resulting fluorescence curves 
showed a baseline fluorescence intensity proportional to 

Fig. 2  IFE of AMC fluorophore and its correction via calibration or normalization. FVIII-DP was supplemented with 1 IU/mL FVIII to normalize hemophilia 
plasma, or not, and was subsequently premixed with the indicated concentrations of AMC prior to initiating coagulation with Ca2+ and substrate. Raw 
fluorescent data were produced by the CAT microplate reader and software and analyzed in several different ways: (A, B) raw AMC fluorescence in rela-
tive fluorescent units (RFU), (C, D) internally calibrated TG curves via a thrombin calibration coefficient (see Materials and Methods), (E, F) normalized-
uncalibrated curves, (G, H) calibrated TG curves (via TS software), (I, J) calibrated TG curves (via OR software), and (L, M) calibrated TG curves (via SH 
software). Uncalibrated curve data were produced by differentiating the AMC curves observed in (A, B). Calibrated curves were produced using TS 
software, our in-house OR software, which uses published algorithms similar to CAT calibration, or SH software, our second in-house app based on CAT 
algorithm. An asterisk (*) next to the indicated concentrations in panels G & H denotes high AMC concentrations in which commercial TS software did not 
report TG curves, possibly due to their noisy appearance as suggested by the TG curves reported by OR and SH software apps at these high concentra-
tions. Normalized-uncalibrated curves were produced by normalizing each uncalibrated curve pairing of hemophilic sample and normalized hemophilia 
sample (hemophilic plasma supplemented with FVIII) at each pre-spiked AMC concentration against the TPH value of the normalized plasma sample in 
each pairing. TG was recorded for 40–60 min. Assay conditions: 63 µL of FVIII-DP, 1 µL of FVIII (1 IU/mL), 16 µL of AMC at indicated concentrations, 20 µL 
of PPP trigger, and 20 µL of FluCa.
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AMC concentration in both hemophilia and FVIII sup-
plemented plasma samples  (Fig.  2A,B). An unexpected 
artifact of fluorescence signal drop was observed within 
the first 5 min on each fluorescence curve, which corre-
sponded to a negative substrate consumption rate. It is 
possible that these momentary changes in fluorescence 
signal are indicative of the settling of plasma-calcium 
mixtures following the injection of calcium chloride into 
AMC-containing plasma. This artifact was also observed 
in experiments without added substrate (compare sup-
plemental Fig. S1A and Fig. S1B), suggesting that the 
drop is unrelated to the IFE under investigation in this 
experiment, but is likely caused by the optical changes 
in plasma absorbance after addition of DMSO (AMC 
diluent).

Without correction for IFE and substrate consump-
tion (i.e. only differentiation of the fluorescence curve 
and internal linear thrombin calibration, see Materi-
als and Methods), the resulting TG curves showed an 
inverse, concentration-dependent effect of pre-spiked 
fluorophore on the general size of the curve (Fig. 2C,D). 
We normalized the uncalibrated TG curves at each pre-
spiked AMC concentration against the TPH value of 
the corresponding sample of hemophilia plasma supple-
mented with FVIII (Fig.  2E,F). This method produced 
overlapping normalized TG curves for all TG conditions, 
confirming that AMC did not change the TG curves but 
only induced the IFE.

The TG curves were reanalyzed to test the algorithmic 
correction of IFE. TS software produced overlapping 
curves at AMC concentrations below 115 µM (Fig. 2G,H; 
and Fig.  3); no TG curve data (curve = 0) were reported 
for experiments with AMC above 115 µM or 75 µM in 
samples with either 1 IU/mL FVIII or no added FVIII, 
respectively (Fig. 3A-D). When OR software was used for 
corrections analysis, the resulting TG curves appeared 
to overlap except at the highest concentrations of spiked 
AMC fluorophore, where they were erratic (Fig.  2I,J). 
Correction via SH software produced overlapping TG 
curves, with small overestimation at the highest AMC 
concentrations (Fig. 2L,M).

To investigate the reasons behind the overestimation of 
TG curves by OR and SH apps at high AMC concentra-
tions, we plotted thrombin calibrator curves before (red 
lines in Fig. 2C-D) and after CAT algorithm corrections 
(red lines Fig. 2I-M) by OR and SH software. TS software 
app data were excluded from this analysis because TS 
does not report thrombin calibrator data. As expected, a 
sharp decline in thrombin activity was observed imme-
diately after the beginning of the experiment (Fig. 2C-D), 
demonstrating the effects of IFE and substrate consump-
tion in the TG assay. This decline was accurately resolved 
by CAT algorithm in the OR software, as evidenced 
by the same average thrombin calibrator activity at a 

horizontal line position of red calibrator curves in Fig. 2I-
J. However, an increasing level of distorting noise was 
seen after 30  min, reflecting the amplification of noise 
in the uncalibrated curves in Fig. 2C-D. In contrast, SH 
software maintained accurate linearization for a period of 
20 min only, followed by an overestimation of the throm-
bin calibrator activity from 20 to 30 min and progressive 
underestimation after 40  min (red lines in Fig.  2L-M). 
These differences in accuracy of corrective lineariza-
tion of the thrombin calibrator curve correlated with the 
degree of overestimation of TG curves in AMC-supple-
mented experiments, i.e., underestimation of thrombin 
calibrator activity by SH in the area of extreme non-lin-
earity of the calibrator curve (above 40 min, see red lines 
in Fig.  2A-B) resulted in less extreme overestimation of 
TG curves at the highest AMC spiked concentrations.

Figure 3 shows the TG assay parameters TPH and ETP 
as a function of AMC concentration. Since AMC fluo-
rophore reagent does not interfere with the reaction of 
substrate cleavage by thrombin, the algorithms were 
expected to report comparable thrombin activities for 
either AMC concentration. Under- or over-estimation of 
reported activity indicates that the algorithm, as imple-
mented in a particular software package, will over- or 
undershoot its correction, respectively. The OR software 
was able to accurately recover both TPH and ETP up to 
AMC fluorophore concentrations of ~ 170 µM, overesti-
mating TPH (Fig.  3A,B) and ETP (Fig.  3C,D blue lines) 
at higher AMC. The TS software produced similar val-
ues for both parameters, except when the software did 
not compute the TG parameters for FVIII-supplemented 
plasma above 115 µM of spiked AMC (Fig.  3A,C) and 
hemophilic plasma samples above 75 µM of spiked AMC 
(Fig. 3B,D, red lines). For both plasma samples tested, SH 
software was able to recover both TPH and ETP at all 
AMC concentrations, however, a trend to overestimation 
was apparent above 115 µM of AMC (Fig.  3A-D). The 
mean TPH values for the indicated correction algorithms 
were significantly different when compared to values pro-
duced by internal linear calibration in both plasma sam-
ples (Fig. 3E,F). A correlation between the three studied 
apps is shown in Fig. 3G. The side-by-side comparisons 
between the three software outputs (Fig. 3A-D) indicated 
similar curve shapes. Additionally, the curves did not 
fully overlap. Further investigation suggested that these 
differences can be due to the smoothing applied by the 
TS software to the calibrated TG curves prior to param-
eter acquisition (refer to Supplemental Fig. S2  for addi-
tional evidence of smoothing).

Overall, calibration by the CAT method, as imple-
mented in the TS, OR and SH software apps, dem-
onstrated adequate correction of suppressed rate of 
substrate consumption due to IFE that was induced by 
added baseline fluorescence. This correction was accurate 
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in recovering correct thrombin activity when the fluores-
cence values were within the linear range of the thrombin 
calibrator wells. At higher fluorescence (above ~ 115 µM 
AMC, Table  1), calibration by TS or OR software apps 
eventually reached the edge of failure, either failing to 
produce TG results (TS software) or overestimating the 
TG parameters (OR software). SH software recovered 
TG parameters at all AMC concentrations. Interestingly, 
normalization to TPH in FVIII-supplemented plasma 
successfully produced overlapping TG curves, that where 
much less erratic than the curves produced by TS or OR 
software, suggesting another unintended consequence 
of correction algorithm, i.e. amplification of noise. This 
amplification was more apparent at higher concentra-
tions AMC, consistent with the stronger IFE induced by 
AMC and stronger corrections applied by the algorithm.

Effect of reduced substrate concentration
We next sought to investigate the corrective capabili-
ties of algorithmic calibration in conditions of substrate 
depletion. Indeed, complete substrate consumption 
would be characterized by a fluorescence increase rate 
reaching zero value at a certain time point, leading to 
no TG activity recorded regardless of the CAT artifact 
correction algorithm. To facilitate substrate depletion, 
plasma samples were supplemented with decreasing con-
centrations of fluorogenic substrate (Fig. 4). The fluores-
cent curves showed a concentration-dependent decrease 
in overall fluorescent intensity as substrate concentration 
decreased (Fig.  4A,B). As expected, internal linear cali-
bration without CAT correction resulted in TG curves 
that were decreased with lower substrate concentrations 
(Fig. 4C,D).

Fig. 3  CAT calibration algorithm distorts TG curves when the fluorescence signal extends into the non-linear range of the calibrator. Thrombin peak 
height (TPH) and endogenous thrombin potential (ETP; measured as area under the curve) values were obtained from data in Fig. 1. TPH values from 
indicated software apps in (A) FVIII-DP supplemented with 1 IU/mL FVIII and (B) FVIII-DP with added buffer. ETP values from indicated software apps in (C) 
FVIII-DP supplemented with 1 IU/mL FVIII and (D) FVIII-DP with added buffer. Internal linear calibration is shown as black curves, CAT calibration is shown 
as blue curves (OR software), red curves (TS software), and green curves (SH software). CAT calibration correction did not return values at AMC concentra-
tions > 115 µM. (E) TPH values from FVIII-DP supplemented with 1 IU/mL FVIII and (F) FVIII-DP with added buffer in indicated software apps, where p < 0.05 
was deemed significantly different via a paired T-test (denoted as *) as compared to the Internal Linear group. Correlations of TPH from (G) TS software vs. 
OR Software, (H) SH software vs. OR Software, and (I) SH software vs. TS software in plasma with 0 IU/mL FVIII (gray squares) and with 1 IU/mL FVIIII (black 
squares). Assay conditions: 63 µL of FVIII-DP, 1 µL of FVIII (1 IU/mL), 16 µL of AMC at indicated concentrations, 20 µL of PPP trigger, and 20 µL of FluCa.
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The CAT algorithm (in all three software packages) 
was able to reconstruct TG curves at all tested sub-
strate concentrations without reaching the point of fail-
ure, suggesting that complete substrate consumption 
was not observed under any tested condition in Fig.  4. 
Another indication of incomplete substrate consumption 
was that normalization to TPH (in FVIII-supplemented 
plasma) appeared to correct for the substrate concentra-
tion effects with great consistency for all samples, pro-
ducing overlapped curves, suggesting that the shape of 
TG curve was not affected by substrate concentrations 
(Fig. 4E,F). Faster onset of substrate consumption would 
have changed the shape of TG curve. However, normal-
ized TG curves appeared distorted by noise at low sub-
strate concentrations, likely because reduced signal  (in 
samples with reduced substrate concentration) to noise 
ratio resulted in more erratic curves.

Interference of substrate with TG reactions
Interestingly, in substrate titration experiments, all three 
software packages produced an overestimation of TG 
curves at the highest substrate concentration (Fig.  4I-
M). Previous studies suggested that fluorogenic substrate 
can interfere with TG kinetics. Therefore, decreasing 
the initial substrate concentration, which is used at a 
concentration of 416 µM in commercial assays and 800 
µM in our laboratory, may have impacted the TG kinet-
ics independently of, and in addition to, the artifact of 
substrate depletion. To address the effect of substrate on 
TG reactions, we used another ZGGR substrate based 
on an AFC fluorophore rather than AMC. A mixture of 

AFC and AMC substrates can maintain the total con-
centration of ZGGR peptide allowing us to investigate 
the effect of AMC-based substrate consumption with-
out adverse manipulation of TG kinetics. We assumed 
that the specificity of ZGRR substrate to thrombin and 
FXa and other enzymes has not changed substantially as 
a result of replacing the AMC fluorophore with the AFC 
fluorophore.

We confirmed that AFC has peak fluorescent emis-
sion shifted to the right of that of AMC (~ 490  nm vs. 
~450 nm; Supplemental Fig. S3A,B). Unfortunately, in the 
CAT instrument the AFC fluorophore alone produced a 
much higher signal than that of AMC, because the CAT 
microplate reader uses a filter set favored by the AFC, i.e., 
the 390 nm excitation is closer to preferred AFC excita-
tion than that of AMC and the 460 nm emission is close 
enough to AFC emission peak (see Supplemental Fig. S4). 
Therefore, we used a monochromator microplate reader 
(Biotek) in a narrow-band mode of 380 nm excitation and 
430  nm emission (shifted lower than CAT instrument’s 
wavelengths). A control experiment on this microplate 
reader using an AMC-only substrate titration under the 
same conditions and reagents as used for the CAT exper-
iment demonstrated consistent results between CAT and 
Biotek readers (compare Fig. 4 to Supplemental Fig. S5). 
TS software was not able to use fluorescent data pro-
duced by Biotek reader, and therefore only OR and SH 
software were compared below.

Because the AMC/AFC substrate mixture experiments 
contained the same combined concentration of ZGGR 
peptide at the beginning of the experiment, the samples 

Table 1  Edge of failure set points for fluorescent artifacts on TG analysis. The significance the IFE and substrate consumption on TG as 
analyzed by three software packages: TS, OR, and SH 
Identified Edge of Failure¶

Fluorescence Artifact Edge of Failure Experiment Thrombinoscope 
(TS) Software

In-house ORIGIN (OR) 
Software

CL Shiny App (SH 
Software)

TPH Normaliza-
tion Method

IFE FVIII-DP spiked with [AMC]: 0, 
47, 70, 102, 200 µM

FVIII = 1 IU/mL:
Corrected at 
[AMC] < 115 µM
FVIII = 0 IU/mL:
Corrected 
[AMC] < 75 µM

FVIII = 1 IU/mL:
Overestimated results 
at [AMC] > 170 µM
FVIII = 0 IU/mL:
Corrected [AMC] > 170 
µM

FVIII = 1 IU/mL:
Successful at all AMC 
concentrations
FVIII = 0 IU/mL:
Successful at all AMC 
concentrations

FVIII = 1 IU/mL:
Successful at all 
spiked [AMC]
FVIII = 0 IU/mL:
Successful at all 
spiked [AMC]

Substrate 
Consumption*

Reduced ZGGR-AMC at range: 
0-836 µM

n/a*† n/a* n/a* n/a*

Reduced ratio of ZGGR-AFC 
supplemented to ZGGR-AMC
ZGGR-AFC: 0, 200, 400, 600, 700, 
750, 800 µM

n/a*† n/a* n/a* n/a*

Procoagulant 
Samples

ATIII-DP ± heparin with range of 
TF concentrations successfully 
induced substrate consumption

n/a† Not corrected at any TF 
concentration

Successfully cor-
rected at all TF 
concentrations

Corrected at all 
TF concentra-
tions but lag time 
was modulated

¶ Edge of failure is defined as the failure of CAT correction algorithms to calculate a TG curve

* Substrate consumption was never fully achieved most likely due to Tα2MG activity

† These experiments were performed on a Biotek Synergy plate reader, and thus commercial CAT/TS Software experiments were not recorded
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within each hemophilic plasma pair (with and without 1 
IU/mL FVIII) were expected to have the same TG reac-
tions regardless of the concentration of added ZGGR-
AMC substrate. In contrast, recording of the TG curves 
were predicted to be affected by the consumption of 
AMC substrate. As expected, a decrease in the substrate 
consumption rate (Fig. 5A,B) was observed with decreas-
ing concentrations of AMC substrate.

Similarly to AMC substrate titration experiments 
above (Fig.  4), the AMC/AFC substrate mixture experi-
ments showed that the AMC substrate was not com-
pletely consumed in either plasma sample group, as 
evidenced by the continuous sloped increase at the tail 
end of the fluorescent curves (Fig. 5A,B), which suggests 
that residual substrate cleaving activity (likely that of the 
thrombin-α2  macroglobulin complex formed at early 
stages of the TG curve) was continuing to cleave sub-
strate. Therefore, an edge of failure caused by complete 
substrate depletion did not occur in hemophilic plasma 
with and without added FVIII regardless of the sub-
strate concentration (Table 1). However, CAT correction 

algorithm failed to alleviate the underestimation of the 
TG in samples with lower than typical substrate con-
centrations, see Fig.  5G,H (OR software) and Fig.  5I,J 
(SH software). Normalization of the TG curves to the 
TPH values produced curves that were slighlty more 
overlapped and less erratic than the calibration method 
(Fig.  5E,F). It should be noted, however, that both the 
normalization and CAT methods produced TG curves 
with higher lag times as the concentration of ZGGR-
AMC increased, preventing a full overlap of TG curves.

Interestingly, similar to experiments with spiked 
AMC, the baseline fluorescence intensity of each sample 
increased as AFC substrate concentration increased, sug-
gesting that ZGGR-AFC substrate produced a baseline 
fluorescent signal even before it was cleaved, despite 
employing a wavelength set by the Biotek plate reader 
(Fig.  5A,B). This bleed-through of the ZGGR-AFC and 
possible AFC fluorescence into the AMC recording chan-
nel is the likely reason for the failure of CAT algorithm 
to correct for AMC substrate consumption in the AMC/
AFC substrate mixing experiments.

Fig. 4  Substrate consumption and its correction via calibration or normalization. FVIII-DP was supplemented with 1 IU/mL FVIII to normalize hemophilic 
plasma, or not, and was subsequently premixed with the indicated concentrations of substrate, ZGGR-AMC, prior to initiating coagulation with Ca2+ and 
substrate. Raw data was produced by the CAT microplate reader and analyzed in several different ways: (A, B) raw AMC fluorescence in relative fluorescent 
units (RFU), (C, D) internally calibrated TG curves via a thrombin calibration coefficient (see Materials and Methods), (E, F) normalized-uncalibrated curves, 
(G, H) calibrated TG curves (via TS software), (I, J) calibrated TG curves (via OR software), and (L, M) calibrated TG curves (via SH software). Uncalibrated 
curves data were produced by differentiating the AMC curves observed in (A, B). Calibrated curves were produced using TS, OR or SH apps all of which 
employed the same CAT correction algorithm. Normalized-uncalibrated curves were produced by normalizing each uncalibrated curve pairing of hemo-
philic and normalized sample (hemophilic plasma supplemented with FVIII) at each pre-spiked AMC concentration against the TPH value of the normal-
ized plasma sample in each pairing. TG was recorded for 40 min. Assay conditions: 63 µL of FVIII-DP, 1 µL of FVIII (1 IU/mL), 16 µL of substrate ZGGR-AMC 
(at indicated concentrations), 20 µL of PPP trigger, and 20 µL of Ca2+ (calcium chloride buffer)
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Complete substrate consumption by Procoagulant samples
Previous TG investigations suggested that complete sub-
strate depletion can be achieved in procoagulant con-
ditions caused by deficiency of antithrombin [5, 7]. In 
another attempt to produce forced controlled substrate 
depletion, we used moderately antithrombin deficient 
plasma (ATIII-DP, 5% deficiency) with or without a dose 
of heparin that partially compensated for antithrombin 
deficiency (by heparin-mediated increase in antithrom-
bin activity). Further, to determine the edge of failure 
for the variable substrate consumption conditions, we 
produced dose-dependent elevation of TG curves with 
increasing concentrations of TF trigger.

As expected, AMC fluorescence curves were dose 
dependent on TF concentration (Fig. 6A,B). Internal lin-
ear calibration without CAT corrections demonstrated 
dose dependent TG curves, with higher and quicker 
curves generated at high TF concentrations (Fig. 6C,D). 

CAT algorithm with the OR software produced highly 
distorted TG curves comprised of the initial elevation 
and peak reminiscent of the beginning portion of the 
uncalibrated TG curved, yet with no decline in throm-
bin activity following the peak (Fig.  6G,H). Instead, TG 
peaks were followed by a brief plateau of thrombin con-
centration and another sharp elevation into infinite val-
ues. The second TG peak in OR software was caused by 
an artifact of thrombin activity overestimation, suggest-
ing algorithm failure following complete depletion of 
the substrate, which was seen previously in our study of 
TG at elevated prothrombin levels [5, 7]. In contrast, SH 
software produced curves that were much less erratic but 
had plateau-like thrombin peaks between 20 and 4.3 pM 
of TF (Fig. 6I,J). Again, less overstimation by SH than OR 
software was consistent with its underestimation of lin-
ear calibrator concentrations closer to the end of the cali-
bration curve (similar to red lines in Fig. 2L-M).

Fig. 5  An attempt to study substrate consumption in plasma samples supplemented with two substrates, ZGGR-AMC and ZGGR-AFC. FVIII-DP was 
supplemented with 1 IU/mL FVIII to normalize hemophilic plasma, or not, and was subsequently premixed with the indicated concentrations of two 
substrates, ZGGR-AMC and ZGGR-AFC, such that the ratio of AMC:AFC equaled to a concentration of 800 µM, prior to initiating coagulation with Ca2+. Raw 
data was produced by the Biotek microplate reader and analyzed in several different ways: (A, B) raw AMC fluorescence in relative fluorescent units (RFU), 
(C, D) internally calibrated TG curves via a thrombin calibration coefficient (see Materials and Methods), (E, F) Normalized-Uncalibrated curves, (G, H) 
Calibrated TG curves (via OR software), and (I, J) calibrated TG curves (via SH software). Uncalibrated curve data were produced by differentiating the AMC 
curves observed in (A, B). CAT calibrated curves were produced using our in-house OR and SH software apps, which use published algorithms similar to 
CAT calibration. Normalized-uncalibrated curves were produced by normalizing each uncalibrated curve pairing of hemophilic and normalized sample 
(hemophilic plasma supplemented with FVIII) at each pre-spiked AMC concentration against the TPH value of the normalized plasma sample in each pair-
ing. TG was recorded for 40–60 min. An artifact resembling TG signal in early minutes in Fig. 5 is only seen with ZGGR-AFC experiments, suggesting that 
it is caused by either the AFC fluorophore itself (similar to Fig. 2 and Fig. S1 discussed above) or background fluorescence signal of un-cleaved ZGG-AFC 
substrate. Assay conditions: 78 µL of FVIII-DP, 2 µL of FVIII (1 IU/mL), 20 µL of PPP trigger, and 20 µL of custom FluCa mixtures (substrates ZGGR-AMC and 
ZGGR-AFC at indicated concentrations with calcium chloride buffer)
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Consistent with previous observations in procoagu-
lant samples with complete substrate depletion [5, 7], OR 
and SH software apps produced TG curves with a highly 
erractic tails (portion of the curve after the TG peak) in 
ATIII-DP samples, with higher noise as TF concentra-
tion increased. Erratic increases in TG curve tails are not 
likely to represent sudden spikes in thrombin activity, but 
rather an effect of amplification of fluorescence curve 
noise which is caused by an overshooting of the CAT 
algorithm corrections at small bumps in uncalibrated 
TG curve tails. This overshooting represents a failure of 
CAT algorithm to accurately reconstruct TG curves from 
miniscule growth of the fluorescence signal when fluo-
rescence growth is hindered by substrate depletion [5, 7].

To further evaluate if exaggerated TG tails are an arti-
fact of CAT algorithm, we studied clot formation and 
lysis through observation of clot turbidity in parallel with 
the TG experiments described above (see Supplemental 
Fig. S6). As expected, times to clot formation aligned well 
with the beginning of the TG curves (Fig. S6) and were 
inversely correlated with TPH. Further, the peak clot 

density was inversely correlated with TPH, and clot den-
sity peaked at a TF concentration of ~ 2.6 pM in the pres-
ence of heparin, whereas in the samples without heparin, 
clot density was highest at very low TF concentrations 
(~ 0.1 pM). Since clot formation is limited by the deple-
tion of fibrinogen, clot density may not accurately reflect 
the TG curves. Yet, increased TG should translate into 
protection from tPA-induced fibrinolysis as we reported 
previously in this experimental system [12]. Nonetheless, 
time to clot lysis appeared to (inversely) correlate with 
the TPH calculated from the first clear peak on the TG 
curve (see Fig. S6). This is likely explained by the fact that 
no reactions of fibrinolysis begin before fibrin formation. 
When the lysis time is corrected for the clot time, the 
duration of clot lysis does correlate positively with the TF 
dose. Overall, monotonous changes in clotting and lysis 
parameters corresponded to monotonous changes in 
TPH parameter rather than apparently erratic changes of 
TG curve tail ends.

Fig. 6  Effect of CAT calibration on TG curves in procoagulant plasma samples. Antithrombin deficient plasma (ATIII-DP) was treated with or without hepa-
rin and the indicated TF concentration to assess the effect of calibration via different software apps in procoagulant samples. Raw data was produced by 
the CAT assay microplate reader and analyzed in several different ways: (A, B) raw AMC fluorescence in relative fluorescent units (RFU), (C, D) internally 
calibrated TG curves via a thrombin calibration coefficient (see Materials and Methods), (E, F) normalized-Uncalibrated curves, (G, H) calibrated TG curves 
(via CBER algorithm), and (I, J) calibrated TG curves (via SH software). Uncalibrated curve data were produced by differentiating the AMC curves observed 
in (A, B). CAT calibrated curves were produced by our in-house OR and SH software apps. Normalized-uncalibrated curves were produced by normalizing 
each uncalibrated curve pairing of hemophilic and normalized sample (hemophilic plasma supplemented with FVIII) at each pre-spiked AMC concen-
tration against the TPH value of the normalized plasma sample in each pairing. TG was recorded for 60 min. Assay conditions: ATIII-DP with 0.2 U/mL of 
normal pooled plasma with or without heparin (0.03 USP/mL), TF (0.12–20 pM), tPA (0.13 µg/mL), thrombomodulin (12.5 nM), PC:PS vesicles (4 µM) and 
custom FluCa mixture (800 µM ZGGR-AMC and calcium chloride)
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Discussion
The use of TG assays in assessing hemostasis has poten-
tial in both pre-clinical and clinical applications. The 
modern method for TG assays includes the use of a fluo-
rogenic substrate that is cleaved by thrombin to produce 
a readout of thrombin activity. Some commercial TG 
assays further employ a correction algorithm, commonly 
known as CAT approach, to account for the artifacts of 
using fluorescent reagents. The two most cited artifacts, 
IFE and substrate consumption, are thought to produce 
TG results that underestimate actual thrombin activity. 
Here, we sought to investigate the corrective ability of 
CAT algorithm using the commercial software app and 
two publicly available alternatives, our in-house Origin 
and R/Shiny software apps [13–15]. Algorithmically-
processed curves were compared with uncalibrated 
curves and a linear calibration (that does not account for 
substrate artifacts [5], yet uses initial rates measured in 
thrombin calibrator wells to recalculate relative fluores-
cence into thrombin activity), as well as to normalization 
of pathological samples on “normal” plasma conditions 
(see Fig. 1). These comparisons were done under specially 
designed forced conditions where the artifacts of IFE and 
substrate consumption were intentionally extreme or 
exaggerated.

In the data presented here, we have demonstrated 
that the sample normalization on TPH of the reference 
plasma (i.e., the comparison of FVIII-DP to FVIII-DP 
supplemented with 1U/mL FVIII), which is a model of 
the approach used previously [16], corrects for such arti-
facts to various degrees, usually in a more robust manner 
than the software apps that employ the CAT artifact cor-
rection algorithm. Unfortunately, this simple normaliza-
tion approach is only possible when both the reference 
plasma and the tested sample are affected equally by the 
artifact, e.g., when substrate concentration is decreased 
equally for both plasma samples. Under this equally 
affected requirement, calibrator reagents and mathemati-
cal processing appeared unnecessary even with extreme 
artifacts that could bring CAT algorithm to the “edge of 
failure”. Assessing the integrity of these corrective meth-
ods for TG in cases where substrate artifacts are extreme 
can highlight the strengths and limitations for CAT anal-
ysis under specific sample conditions, such as when the 
substrate consumption is increased in highly procoagu-
lant plasma samples [7].

The extent to which the fluorogenic substrate arti-
facts may influence the diagnostic utility of the TG assay 
remains unresolved. To some degree, interference of the 
assay conditions with natural coagulation processes is 
inherent to any in vitro assay of hemostasis. For example, 
substantial dilution of blood or plasma is known to affect 
the balance of procoagulant and anticoagulant reac-
tions, yet traditional one stage clotting or chromogenic 

substrate factor activity assays currently rely on sample 
dilution with large volumes of coagulation triggers and 
other assay reagents. Indeed, use of large reagent volumes 
is necessary to ensure accurate dispensing and adequate 
mixing which are extremely important for robustness of 
hemostasis assays. Likewise, in TG methods, the arti-
facts of synthetic substrates may be of little consequence 
to how well the assay distinguishes between normal and 
abnormal samples and have an added benefit of increased 
signal-to-noise ratio due to increased thrombin signal 
in the presence of substrate. The substrate for thrombin 
acts like its reversible inhibitor,  therefore, the substrate 
reagent is blocking inhibitory action of natural thrombin 
inhibitors antithrombin and fibrinogen, increasing the 
fluorescent signal generated by the active thrombin.

Our data confirmed that IFE and substrate con-
sumption introduce clear assay non-linearity, which 
is evidenced from the sharply declining activity in the 
thrombin calibrator wells (red lines in Fig.  2C-D), and 
that CAT algorithm is capable of linearization of this 
effect, albeit at the expense of fluorescence noise ampli-
fication (Fig.  2I-J). Interestingly, some commercially 
available and widely used TG platforms do not use CAT 
algorithm to correct for these or any other fluorogenic 
substrate artifacts. Furthermore, even for TG systems 
that utilize CAT algorithm, these corrections can address 
only the fluorescence artifacts without correcting for 
the interference of synthetic substrate with coagulation 
reactions, such as inhibition of free thrombin (due to the 
Tα2M complex calibrator not binding to antithrombin).

Our investigation of dosed forced delivery of fluo-
rescence artifacts shows that the CAT correction may 
indeed be helpful at moderate degrees of the artifactual 
distortion and for some TG parameters, but that avail-
able correction algorithms have limitations, which mani-
fest in failures to correct intensely strong distortions. 
Extreme IFE in the form of supplemented AMC (Fig. 2) 
or substrate depletion in antithrombin deficient samples 
(Fig. 6) produced extreme noise amplification as well as 
the underestimation of TG curves. The most affected 
TG parameter was ETP due to the necessity of the entire 
length of TG curve for the ETP measurement. However, 
two of the three software packages were successful for 
ETP correction only at relatively low degree of IFE dis-
tortion (Fig. 3). Correction algorithms failed to produce 
accurate ETP in samples with extreme conditions of high 
IFE or very procoagulant samples with high substrate 
consumption. The TPH parameter was less affected 
because it does not require the entire length of TG curve, 
and thus the TPH appears to serve as a more consistent 
parameter for TG measurement in the presence of mod-
erate IFE or substrate consumption. In more extreme 
artifact samples, the commercial TS app failed to quan-
tify either the ETP or TPH parameters, highlighting the 
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limitations of the software. It is likely that TS software 
app errs on the side of caution by refusing to report any 
data for the extremely distorted TG curves.

Our elucidation of the edge of failure set points for 
conditions aggravated by the IFE artifact for hemophilic 
samples has demonstrated that the TS and OR software 
failed to properly correct for IFE in the extreme non-
linear range of the assay, whereas we obtained adequate 
results when comparing hemophilic plasma normalized 
to control plasma. Normalized TG was relatively insen-
sitive to the IFE, as added AMC concentrations of 115 
µM caused only ~ 20% modulation in TPH, whereas the 
TS software could not produce TG curves at this level of 
induced IFE. Thus, in the case of hemophilic plasmas and 
hemophilic plasmas with supplemented FVIII, compari-
son to normalized TG parameters may return useful TG 
information even without artifact correction.

Similar to our previous works that used spiked normal 
plasma samples, we observed that substrate consumption 
is not an artifact that will affect results unless a truly pro-
coagulant sample is being measured. Complete substrate 
consumption was seen in the procoagulant conditions of 
antithrombin deficiency, and this depletion failed to be 
fully corrected by the correction algorithm (Fig. 6). Cor-
rections in antithrombin deficiency returned erratic TG 
tails, preventing the accurate estimation of the ETP and 
TPH values. Interestingly, the edge of failure was never 
established in our substrate-deficient conditions used to 
simulate substrate depletion (see Figs. 4 and 5), suggest-
ing that the CAT algorithm failure in highly procoagu-
lant conditions is not related to substrate consumption 
per se, as the assay handles extremely low levels of sub-
strate without failure. Rather, our CAT algorithm failures 
were apparently caused by the combination of extreme 
non-linearity of high fluorescence signal (likely caused by 
IFE) and the readout noise, as seen in experiments with 
spiked AMC or antithrombin deficient plasma. These 
results are consistent with our previous observations that 
correction of substrate artifacts is not necessary in many 
procoagulant samples, with the notable exceptions of 
conditions when high fluorescence signal is accumulated 
due to fast substrate consumption (but not necessar-
ily substrate depletion) in elevated prothrombin [5] and 
antithrombin deficiency [5] conditions.

A parallel can be drawn between fluorogenic substrate 
consumption (in TG experiments) and fibrinogen con-
sumption (a natural substrate of thrombin during the 
clotting process). Because clottable fibrinogen is depleted 
within minutes of coagulation, clot turbidity curves are 
not suitable for the detection of the full TG curve, due 
to not being able to show absorbance changes soon 
after the clot was formed and before the peak of TG is 
reached. Nonetheless, we observed lower optical den-
sity readouts at increasing TG, suggesting that clotting 

assays can carry some information about the TG peak. It 
was suggested that more intense coagulation and throm-
bin formation induced by the higher TF concentrations 
ultimately results in lower optical density readouts, likely 
because higher thrombin produces thinner fibrin fibres 
which have lower optical density [17].

Our results agree well with the previously published 
approach to standardize TG assay through normaliza-
tion on normal reference plasma [16]. In this work we 
observed the TG assay ability to distinguish between 
clinically significant phenotypes of hemophilic plasma 
vs. FVIII-supplemented plasma depending on induced 
artifacts. Normalizing the TG results to the TPH values 
of the FVIII-DP supplemented with 1 IU/mL FVIII suc-
cessfully corrected the TG curves affected by reduced 
substrate or induced IFE. Notably, a 20-fold decrease in 
substrate concentration did not significantly change the 
shape of the curves (except at the highest substrate con-
centrations, which produced a slightly different shape in 
either sample) nor did it change the ratio of hemophilic 
to normalized plasma, suggesting that the presence of 
synthetic substrate should not diminish the assay’s power 
to separate normal from hemophilic samples. These 
results also suggest that normalization on reference 
plasma may be helpful when artifacts are expected to 
affect both samples. Previously, the effect of FVIII on TG 
was shown to be independent of another TG reagent, TF 
[18]. Specifically, van Veen et al. investigated the effect of 
both 1 pM and 5 pM TF concentrations on TG parame-
ters in plasma from normal, mild, and severe hemophilia 
patients. The authors concluded that the concentration 
of TF did not affect the ability of CAT analysis to distin-
guish between normal and hemophilic samples [18]. Fur-
ther, the authors mentioned that the standardization of 
the TG assay is prevented in part due to the absence of an 
international reference standard to TF and the absence 
of a TG reference plasma sample. Again, a method to 
normalize plasma samples to that of a reference plasma 
could provide a suitable way to measure TG in hemo-
philic plasmas.

Our study has important limitations. We did not study 
various advanced artifact correcting algorithms [19] 
other than the ones included in the traditional CAT 
approach as published by Hemker et al. [3]. Nor we 
aimed to investigate sample-specific fluorescence arti-
facts, such as the effect of inter-individual variability of 
plasma sample’s optical effect on the fluorescent signal. 
This was due to our using the same plasma source (FVIII-
DP or ATIII-DP) supplemented or not with the source 
of deficient protein and thus the variability among mul-
tiple patient samples could not be inferred. Further, our 
simulated samples, i.e., supplemented commercial defi-
cient plasmas, are not expected to fully reflect observa-
tions made from plasma samples derived from patients. 
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For the purposes of this study, FVIII-DP samples supple-
mented or not with FVIII were affected equally by our 
artificially induced IFE experiments; real-life clinical 
samples that present different procoagulant levels will 
need to be tested if they are affected differently by the 
IFE and substrate artifacts. Thus, future experiments on 
patient samples will further delineate the effects of IFE 
and substrate consumption in samples derived from dif-
ferent patient donors.

Conclusions
TG correction algorithms may be effective in situations 
of moderate fluorogenic substrate artifacts inherent to 
highly procoagulant samples. However, correction may 
not be required under typical conditions for replacement 
hemophilia treatment studies if TG parameters can be 
normalized to a reference plasma sample.
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Supplementary Material 1 Fig. S1. Fluorescence artifacts within first 5 
minutes of experiment observed in the absence and presence of added 
fluorogenic substrate for thrombin. AMC fluorescence in plasma samples: 
(A) without added substrate and (B) with added substrate (concentration 
indicated on respective lines). Red curves denote FVIII-DP and black curves 
denote FVIII-DP with added 1 IU/mL FVIII. These artifacts explain “negative” 
thrombin activity early in TG curves on Fig. 1, as we observe an increase in 
fluorescence despite the lack of added substrate (panel A).

Supplementary Material 2 Fig. S2: Differences in CAT and Origin software 
correction algorithm.  The differences of the CAT and Origin software 
(CBER) calibration methods may be due to additional CAT-proprietary 
smoothing algorithms, which are applied to (calibrated) TG curves prior 
to parameter acquisition.   Shown is a representative screenshot of a CAT-
calibrated TG curve. Highlighted in red boxes are the reported, calculated 
peak value of 163.73 nM, even though the TG curve itself shows a peak 
value of 182.9 nM.  

Supplementary Material 3 Fig. S3: AMC and AFC fluorophore emission 
characteristics.  The raw RFUs of the indicated concentrations of (A) AMC 
and (B) AFC were calculated and showed a proportional increase in 
fluorescence with increasing concentration.  Emission (nm) of AMC was 
calculated at ~450 nm, whereas AFC was ~490 nm.  

Supplementary Material 4 Fig. S4. Fluorescence of AMC and AFC fluoro-
phores on the CAT microplate reader. The fluorescence of the indicated 
concentrations of AMC and AFC were measured on the CAT microplate 

reader. The AFC fluorophore gives a higher signal than that of AMC in 
CAT instrument demonstrating that this is not suitable for the substrate 
consumption experiments with added AMC and AFC (Fig. 4).

Supplementary Material 5 Fig. S5. Substrate supplementation on FVIII-DP 
samples. FVIII-DP was supplemented with 1 IU/mL FVIII to normalize plas-
ma, or not, and was subsequently premixed with the indicated concentra-
tions of AMC prior to initiating coagulation with Ca2+.  Raw data was 
produced by the Biotek microplate reader and software and analyzed in 
several different ways: (A, B) raw AMC fluorescence in relative fluorescent 
units (RFU), (C, D) Externally calibrated TG curves via a thrombin calibration 
coefficient (see Materials and Methods), (E, F) Normalized-Uncalibrated 
curves, (G, H) Calibrated TG curves (via OR software and (I, J) Calibrated 
TG curves (via SH software).  Uncalibrated curve data were produced by 
differentiating the AMC curves observed in (A, B).  Calibrated curves were 
produced using our in-house OR software, which uses published algo-
rithms similar to CAT calibration, or SH software.  Normalized-uncalibrated 
curves were produced by normalizing each uncalibrated curve pairing of 
hemophilic and normalized sample (hemophilic plasma supplemented 
with FVIII) at each pre-spiked AMC concentration against the TPH value of 
the normalized plasma sample in each pairing.  TG was recorded for 40-60 
minutes. 

Supplementary Material 6 Fig. S6. Clot formation and lysis in procoagulant 
samples. ATIII-DP was treated with the indicated concentrations of TF and 
treated (A) with heparin or (D) without heparin and clot formation was 
subsequently measured via a fibrin generation (FG) assay (see Materials 
and Methods).  The corresponding correlations between (B, E) clot density 
(OD 490) vs. TPH (nM) and (C, F) time to clot (min) vs TPH (nM) were plot-
ted. 

Supplementary Material 7 Fig. S7. Calibration curves for experiments in 
Fig. 4. Calibration curves for the indicated substrate concentrations are 
shown: (A) Fluorescence curves, (B) Uncalibrated curves from calibrator 
wells, (C) calibration curves after Internal Linear calibration, (D) calibration 
curves after calibration via OR software, and (E) calibration curves after 
calibration via SH software.

Supplementary Material 8 Fig. S8. Calibration curves for experiments in 
Fig. 5. Calibration curves for the indicated AMC/AFC substrate concentra-
tions are shown: (A) Fluorescence curves, (B) Uncalibrated curves from 
calibrator wells, (C) calibration curves after Internal Linear calibration, (D) 
calibration curves after calibration via OR software, and (E) calibration 
curves after calibration via SH software.

Supplementary Material 9 Fig. S9. Calibration curves for experiments in 
Fig. 6. Calibration curves in the presence (red curves) or absence (green 
curves) of heparin: (A) Fluorescence curves, (B) Uncalibrated curves from 
calibrator wells, (C) calibration curves after Internal Linear calibration, (D) 
calibration curves after calibration via OR software, and (E) calibration 
curves after calibration via SH software.
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